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Abstract—Pneumonia remains a critical global health con-
cern, necessitating rapid and accurate diagnostic strategies to
improve patient outcomes. This study evaluates lightweight deep
learning models and ensemble learning techniques for pneu-
monia detection from chest X-ray images. Five fine-tuned con-
volutional neural networks (CNNs)—MobileNet, EfficientNetB0,
DenseNet121, NASNetMobile, and ResNet—were optimized using
a curated dataset. A soft voting ensemble was also employed
to combine model predictions. However, the best-performing
individual models, MobileNet and EfficientNetB0, outperformed
the ensemble across key metrics, achieving accuracies of 95.1%
and an AUC of 99.7%, respectively. These results highlight the
robustness of lightweight CNNs as standalone diagnostic tools,
with ensemble learning providing limited added value. This
study offers practical insights into model selection for early and
accurate pneumonia diagnosis in medical imaging.

Index Terms—Pneumonia Detection, CNNs, Deep Learning,
MobileNet, EfficientNet, NASNetMobile, DenseNet, ResNet

I. INTRODUCTION

Pneumonia, an inflammatory infection of one or both lungs,
leads to fluid or pus filling the alveoli, the lungs’ air sacs. Var-
ious agents, including bacteria, viruses, and fungi, can cause
this serious condition. Symptoms range from mild to severe,
typically featuring coughing—sometimes with mucus—fever,
chills, and breathing difficulties. The severity of pneumonia
largely depends on the affected individual’s age, overall health,
and the specific pathogen involved. Recognized as a significant
global health threat, pneumonia causes approximately 14%
of all deaths in children under five years old worldwide,
according to the World Health Organization (WHO). Prompt
detection of the disease is crucial for effective treatment
and improved outcomes. Diagnosis often involves a chest X-
ray, and treatment generally includes antibiotics, rest, and
adequate hydration. Given its potential severity, immediate
medical attention for pneumonia is essential to prevent serious
complications and ensure a better chance of recovery

Chest X-rays are both cost-effective and efficient for de-
tecting pneumonia. Recent advances in deep learning and
computer vision have spurred the development of models
capable of identifying pneumonia from these images with
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high accuracy. Such models have demonstrated promising
potential in aiding healthcare professionals to diagnose pneu-
monia more swiftly and precisely, thus improving patient
outcomes. Furthermore, implementing artificial intelligence in
pneumonia detection can relieve some of the pressure on
healthcare systems by enhancing diagnostic efficiency and
reducing errors. The ongoing research and development in this
field suggest a bright future for the diagnosis and treatment
of pneumonia using Al technologies. Nevertheless, concerns
remain regarding the consistency of Al performance across
diverse patient demographics and varying imaging techniques.
There is also a risk that an overreliance on Al could lead to
complacency among healthcare workers, potentially causing
them to overlook vital clinical information

In this study, we assessed the efficacy of five convolutional
neural network (CNN) models, each designed with unique
architectures to excel in various aspects of image classification,
including computational efficiency, accuracy, model size, and
performance on specialized data types. Initially, we evaluated
these models’ individual abilities to detect pneumonia, with
MobileNet and EfficientNetB0O emerging as the top-performing
architectures. Subsequently, we combined the predictive out-
puts of all models into a soft voting ensemble method, aiming
to enhance pneumonia detection by leveraging their collective
strengths. However, our results revealed that the ensemble
method did not surpass the best individual models in terms of
detection accuracy and key performance metrics. Instead, Mo-
bileNet and EfficientNetBO demonstrated superior standalone
performance, highlighting their robustness and efficiency for
this task. These findings underscore the importance of careful
model selection and suggest that lightweight CNNs, when
well-optimized, can provide reliable and effective solutions for
pneumonia detection without requiring ensemble techniques.
This work offers valuable insights for developing practical
image classification algorithms in medical imaging, with the
potential to improve patient outcomes through accurate and
efficient diagnosis. The implementation of our models and
experiments is available at GitHub link [1].

The remainder of this paper is structured as follows: Sec-



tion II offers a review of the relevant literature. Section III
details the methodology of our proposed technique. Section IV
presents our findings, and Section V concludes the paper with
a summary of our results and their implications.

II. LITERATURE REVIEW

The application of machine learning, particularly convolu-
tional neural networks (CNNs), in medical imaging has seen
significant advancements in recent years. CNNs have been
widely adopted for their ability to automatically learn and
extract features from images, making them highly effective
for various image classification tasks. One prominent area of
research is the use of CNN models to predict pneumonia in
chest X-ray images. Pneumonia, a potentially life-threatening
infection that inflames the air sacs in one or both lungs, often
leads to substantial morbidity and mortality worldwide. Early
and accurate detection is crucial for effective treatment and pa-
tient outcomes. Traditional methods of diagnosing pneumonia
involve manual interpretation of chest X-rays by radiologists,
which can be time-consuming and prone to human error.
Leveraging CNNs for this task has the potential to enhance
diagnostic accuracy, reduce the workload on healthcare pro-
fessionals, and provide timely diagnosis in resourcelimited
settings. This literature review explores various CNN archi-
tectures and their applications in the automated detection
of pneumonia from chest X-ray images, highlighting their
performance, challenges, and advancements in the field.

Studies have presented methods for detecting pneumonia
using deep learning models such as ResNet-34 based UNet
and EfficientNet-B4 based U-Net, with ensemble models im-
proving detection accuracy and addressing class imbalance
[2]. Neural network models including VGG16, VGG19, and
InceptionV3 have been used to detect pneumonia in pediatric
chest X-rays, achieving over 97% accuracy, illustrating the
potential of CNNs and transfer learning to improve early
detection and reduce mortality rates [3].

Research comparing lightweight CNN models like Mo-
bileNetV3 and ShuffleNetV2 with more complex architectures
has shown that lightweight models achieve high accuracy with
reduced computational requirements, making them suitable
for deployment on mobile devices in resource-limited set-
tings [4]. Various CNN models such as InceptionResNetV2,
Xception, DenseNet201, and VGG19 have been evaluated for
pneumonia detection, with InceptionResNetV2 achieving the
highest accuracy, highlighting the importance of data pre-
processing, augmentation, and fine-tuning to enhance model
performance [5]. Combining image processing techniques with
models like VGG-16 and VGG-19 has achieved high accuracy
through effective preprocessing, underscoring its importance
in enhancing deep learning model performance for pneumonia
detection [6].

Ensemble models using RetinaNet and Mask R-CNN have
demonstrated robustness and accuracy in pneumonia detection,
highlighting the potential of deep learning for reliable medi-
cal image analysis [7]. Studies evaluating six CNN models,
including GoogLeNet and LeNet, for detecting pneumonia

have shown high accuracy rates, contributing to improved
diagnostic processes and aiding medical professionals [8].
The novel ’ResNetChest’ model, a modified ResNet-50 ar-
chitecture, achieved superior accuracy of 97.65% compared
to models like CheXnet and traditional CNN architectures,
emphasizing its effectiveness for pneumonia detection from
chest X-rays and potential to aid radiologists by providing
accurate diagnostic support [9].

An innovative CNN framework leveraging Process Con-
volution and Dual Feedback blocks demonstrated a mean
accuracy of 97.78%, with sensitivity of 98.84% and specificity
of 95.04%, outperforming traditional models like VGG19 and
ResNet50 while operating with fewer parameters, making it
suitable for memory-constrained mobile platforms [10]. The
effectiveness of CNNs combined with data augmentation tech-
niques was also highlighted, with geometric data augmentation
achieving the highest performance, underscoring the potential
of CNNs in medical image analysis and the significant impact
of data augmentation in improving model performance [11].

III. METHODOLOGY

This paper outlines a multi-step process, illustrated in the
accompanying block diagram in Figure 1. Initially, we discuss
the collection and preprocessing of the dataset. Subsequently,
the dataset is partitioned into training and test subsets. The
next phase involves training the five models on the training set
and individually assessing their performance on the test set.
Following this, an ensemble of these models is formed and
evaluated. Finally, the performance of the ensemble model,
as well as that of each individual model, is comprehensively
analyzed on the test data

A. Dataset

The dataset utilized in this study consists of chest X-ray
images sourced from the Guangzhou Women and Children’s
Medical Center [12], comprising a total of 5,863 images.
Each image is labeled as either ’Pneumonia’ or ’Normal’.
Additionally, to supplement the dataset, we incorporated a
subset of infected images obtained from a local hospital, which
were specifically used for testing purposes. This inclusion
helps evaluate the model’s robustness across diverse clinical
environments. Figure 2 illustrates sample images from the
dataset, showcasing a normal chest X-ray image alongside one
depicting pneumonia.

Data Collection: Chest X-ray imaging was conducted as
part of routine clinical care at the Guangzhou Women and
Children’s Medical Center. Ethical guidelines were strictly ad-
hered to throughout the data collection process, and informed
consent was obtained from all patients involved. The imaging
protocol ensured consistency across the dataset, capturing
high-quality scans suitable for machine learning analysis.

Data Organization: The dataset is meticulously organized
into three primary folders: ’train’, ’test’, and ’validation’.
Each of these folders is further divided into subfolders for
the two categories, ’Pneumonia’ and 'Normal’, to streamline
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Fig. 1: Overview of the pneumonia detection framework: The dataset undergoes preprocessing before being divided into training
and test sets. Five convolutional neural network (CNN) models (MobileNet, EfficientNetBO, NASNetMobile, DenseNet121, and
ResNet) are trained and evaluated individually on key performance metrics (accuracy, AUC, precision, recall, and F1-score).
The soft voting ensemble method combines the predictions of the models for final evaluation

the workflow for training, validation, and evaluation of ma-
chine learning models. This structure allows for efficient data
handling and prevents data leakage between the training and
testing phases, ensuring the reliability of model performance
metrics.

o Training Set: Contains the majority of the images and
is used to train the machine learning models. This set
includes both normal and pneumonia-labeled images in
sufficient quantity to enable robust learning of patterns.

o Validation Set: This subset is used for hyperparameter
tuning and performance monitoring during training. It
ensures that the models generalize well to unseen data.

o Testing Set: Comprises images exclusively reserved for
evaluating the final model. This set includes both the
Guangzhou dataset and the additional infected images
sourced from the local hospital. Testing with the local
hospital data highlights the model’s generalizability to
real-world scenarios and diverse clinical sources.

Data Augmentation and Preprocessing: To enhance the
performance of the models, standard data augmentation tech-
niques were applied to the training set. These included random

rotations, flips, and contrast adjustments, which improve the
model’s robustness by simulating variations encountered in
real-world settings. All images were resized to a consistent
resolution and normalized to ensure compatibility with the
machine learning pipeline.

By organizing the data and supplementing it with additional
infected images, the dataset provides a comprehensive and
diverse foundation for developing and testing machine learning
models capable of distinguishing pneumonia from normal
cases effectively.

B. Learning Algorithms

MobileNet, NasNetMobile, EfficientNetB0O, DenseNetl121,
and ResNet are all convolutional neural networks (CNNs)
designed for various tasks in computer vision, most commonly
used for image classification. Each of these models introduces
unique architectures or techniques to optimize certain factors,
such as computational efficiency, accuracy, and model size.
MobileNet, NasNetMobile, and EfficientNetBO are known for
their lightweight and efficient designs, making them ideal for
deployment on mobile devices or in situations with limited
computational resources. On the other hand, DenseNet121 is



favored for its better accuracy and performance on challenging
datasets. Depending on the specific requirements of a computer
vision task, developers choose the CNN model that best
suits their needs in terms of speed, accuracy, and resource
constraints.

The objective of this study is to compare the performance
of these models on a chest pneumonia classification task.
Additionally, we investigated the performance of an ensemble
with soft voting, where the ensemble consisted of lightweight
models, and then compared the performance of each model
with the performance of the ensemble and the more complex
networks: ResNet and DenseNet. Below is a brief overview of
each:

o MobileNet: MobileNet is designed for use in mobile
and embedded vision applications. It prioritizes efficiency
to achieve low latency and low power consumption.
It uses depthwise separable convolutions to reduce the
number of parameters and computational complexity.
MobileNet is designed for use in mobile and embedded
vision applications. It prioritizes efficiency to achieve low
latency and low power consumption. MobileNet utilizes
depthwise separable convolutions to significantly reduce
the number of parameters and computational complex-
ity compared to traditional convolutional networks. This
architecture makes it particularly suitable for devices
with limited processing power and memory. However,
despite its efficiency, MobileNet models can still exhibit
reduced accuracy compared to larger, more complex mod-
els. For instance, MobileNetV1 has around 4.2 million
parameters, which allows for a good balance between
performance and computational efficiency. While Mo-
bileNet is efficient in terms of inference time, it may
not achieve the highest possible accuracy in comparison
to more computationally intensive models. We consider
MobileNet in this study to evaluate its trade-offs between
efficiency and performance relative to other networks.

o NasNetMobile: Neural Architecture Search Network Mo-
bile (NasNetMobile) is a model designed for mobile
and embedded vision applications. It leverages automated
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Fig. 2: Examples of chest X-ray images: normal image from the dataset (left), infected image from the dataset (middle), and
infected image from the local hospital (right)

architecture search to create an optimized network that
balances accuracy and computational efficiency. By uti-
lizing depthwise separable convolutions and a cell-based
structure, NasNetMobile significantly reduces the number
of parameters and computational complexity, making it
suitable for devices with limited processing power and
memory. However, the intricate architecture search pro-
cess can increase the initial computational cost, which is
a trade-off for its high performance in visual recognition
tasks.

EfficientNetBO: EfficientNetBO is designed for both mo-
bile and high-performance computing applications. It
prioritizes model efficiency and scalability, utilizing a
compound scaling method to balance network depth,
width, and resolution uniformly. This approach results
in a highly efficient model that delivers state-of-the-art
accuracy while minimizing computational resources and
power consumption. EfficientNetB0 achieves remarkable
performance by combining depthwise separable convolu-
tions with a novel architecture search technique, making
it ideal for various visual recognition tasks.

¢ ResNet: Residual Network (ResNet), is a popular deep

learning model known for its effectiveness in handling
deep networks through the use of residual connections.
These connections help solve the vanishing gradient prob-
lem and allow the network to be deeper without training
difficulties. However, ResNet models can be quite large.
For example, ResNet-50 has around 25 million parame-
ters, and larger versions like ResNet-101 and ResNet-152
have even more. The depth and complexity of ResNet
make it computationally expensive, which become a
limiting factor for mobile devices that have constraints
on memory, processing power, and battery life. ResNet
models, especially the deeper variants, may not be the
fastest in terms of inference time. This is a crucial factor
for real-time applications on mobile devices. We consider
ResNet in this study as base for comparison with the other
networks.

e DenseNetl21: DenseNetl21 is a Densely Connected



Model Loss Accuracy | AUC Precision Recall F1-Score
MobileNet 0.135 | 95.1% 99.3% | 99.2% 94.2% 96.52%
EfficientNetBO 0.148 | 94.2% 99.7% | 99.5% 92.6% 95.81%
NASNetMobile | 0.240 | 90.1% 97.6% | 97.9% 88.66% | 93.19%
Soft Voting — 91.3% 97.3% | 90.0% 96.9% 93.30%
DenseNet121 0.191 92.2% 98.2% | 98.3% 91.1% 94.77%
ResNet 0.370 | 83.2% 89.7% | 91.4% 85.4% 88.35%

TABLE I: Performance comparison of different models

Convolutional Networks (DenseNet) family, introduces
a unique architecture that differs from traditional CNNs
like VGG or ResNet. The core innovation in DenseNet
is that each layer is connected to every other layer
in a feed-forward fashion, which means it has a very
dense connectivity pattern. In DenseNet, each layer re-
ceives additional inputs from all preceding layers and
passes on its own feature-maps to all subsequent lay-
ers. This dense connectivity pattern encourages feature
reuse, significantly improves the flow of information
and gradients throughout the network, and substantially
reduces the number of parameters. Due to the reuse
of features, DenseNet requires fewer parameters than
an equivalently performing architecture with traditional
sequential connections. This efficiency can make it lighter
and faster for inference, once trained. Unlike in ResNets
where features are added, DenseNet concatenates features
from previous layers. This method preserves the original
features through the network and contributes to improved
feature propagation, which is advantageous for gradient
flow during training. Despite its parameter efficiency,
the DenseNet121 model is still quite substantial in size
(around 8 million parameters) and be too computation-
ally expensive for direct deployment on mobile devices
without optimizations.

As shown in Figure 1, we first trained each model using
transfer learning, and then we evaluated the performance
of each model. Then we used we used ensemble learning
with softvoting where the ensemble consist of the mobile-
based model

IV. RESULTS AND DISCUSSION

In this study, we evaluated the performance of several pre-
trained convolutional neural network (CNN) architectures for
pneumonia detection using chest X-ray images. The models as-
sessed include MobileNet, ResNet, NASNetMobile, Efficient-
NetB0O, DenseNetl21, and a Soft Voting ensemble method.
Each model was fine-tuned and trained on a consistent dataset
and evaluated using key performance metrics: accuracy, recall,
precision, AUC (Area Under the Curve), and F1-score.

To ensure robust performance and mitigate overfitting, we
applied several strategies. 10-fold cross-validation was used
to provide more reliable performance estimates by ensuring
each data point contributed to both training and validation.
Data augmentation techniques—such as random rotations,
shifts, shear transformations, zoom operations, flips, and
rescaling—were incorporated to improve generalization and
expand the dataset artificially. Additionally, early stopping and

learning rate reduction were employed to optimize training
and prevent overfitting, while transfer learning allowed the
models to leverage pre-trained weights for more effective
feature extraction.

The results, summarized in Table I and visualized in Figures
3 and 4, reveal that MobileNet and EfficientNetBO consis-
tently outperformed the other models. MobileNet achieved
the highest Fl-score (96.52%) and accuracy (95.1%), high-
lighting its suitability for deployment in mobile and resource-
constrained environments due to its lightweight and efficient
design. EfficientNetBO achieved the highest AUC (99.7%),
confirming its strength in distinguishing between pneumonia
and non-pneumonia cases. Both models demonstrated a strong
balance between efficiency and performance, making them
robust standalone diagnostic tools.

In contrast, NASNetMobile showed slightly lower perfor-
mance, with an Fl-score of 93.19%, despite being optimized
for mobile deployment. DenseNet121 performed well with an
accuracy of 92.2% and an Fl-score of 94.77%, benefiting
from its dense connectivity, which encourages feature reuse.
However, its larger size and increased computational demands
limit its practicality for deployment in low-resource environ-
ments. ResNet, despite its deep architecture, yielded the lowest
performance among the models, with signs of overfitting likely
due to the limited dataset size. This emphasizes the need for
careful model selection tailored to the dataset and application
context.

The Soft Voting ensemble method, although effective (F1-
score: 93.3%), failed to surpass the best individual models.
This outcome illustrates that while ensemble methods typically
enhance generalization and robustness, they may not always
outperform well-optimized standalone models. The limited
performance gain from the ensemble can be attributed to the
similarity in architecture and performance levels among the
base models, reducing the potential benefits of combining
their predictions. This finding highlights the importance of
including more diverse models in an ensemble to capture com-
plementary strengths, particularly in medical imaging tasks.

One notable observation was the significant impact of data
augmentation on model performance. The models demon-
strated high recall values, indicating their improved ability
to correctly identify pneumonia cases. This suggests that the
applied augmentation techniques allowed the models to learn
more robust and invariant features, improving their general-
ization to unseen data.

Despite these promising results, the study has some lim-
itations. The relatively small dataset size of 5,863 chest X-
ray images may limit the generalizability of the models.



Accuracy and AUC by Model

99.3 99.7

100 4 97.6

80

60

40

204

MobileNet EfficientNetB0O

NASNetMohile
Model

BN Accuracy
- AuC
89.7

97.3 98.2

Soft Voting DenseNet121
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Future research will focus on validating these models on
larger and more diverse datasets, such as NIH ChestX-ray14,
to improve robustness and reliability. Additionally, exploring
explainability techniques, such as Grad-CAM and LIME,
could provide greater transparency in model decision-making,
fostering clinical trust and facilitating integration into real-
world diagnostic workflows. Further improvements could also
be achieved by incorporating more diverse ensemble strate-
gies and experimenting with hybrid models that combine
CNNs with advanced mechanisms like attention layers or
transformer-based architectures to enhance feature extraction
and classification.

In summary, this study demonstrates the potential of
lightweight CNN models, particularly MobileNet and Effi-
cientNetB0, as efficient and accurate diagnostic tools for
pneumonia detection. However, careful consideration of model
diversity and explainability is essential for maximizing perfor-
mance and ensuring successful clinical adoption.

V. CONCLUSION

This study assessed pre-trained CNNs, including Mo-
bileNet, EfficientNetBO, NASNetMobile, DenseNet121, and
ResNet, for pneumonia detection from chest X-ray images.
MobileNet achieved the highest accuracy (95.1%), while Ef-



ficientNetBO excelled with the highest AUC (99.7%), making
both models ideal for deployment in resource-constrained
environments due to their balance of performance and com-
putational efficiency. DenseNet121 also performed well, with
an accuracy of 92.2% and an Fl-score of 94.77%, though it
was outperformed by MobileNet and EfficientNetB0. NAS-
NetMobile and ResNet showed respectable results but were
less effective, likely due to their higher complexity and the
limited dataset.

The Soft Voting ensemble method enhanced robustness but
did not surpass the individual performance of MobileNet and
EfficientNetB0, underscoring the importance of selecting opti-
mal base models. Future work should focus on larger datasets,
advanced data augmentation, and hybrid model development to
further improve diagnostic accuracy. These findings highlight
the potential of MobileNet and EfficientNetBO as accurate and
efficient tools for pneumonia detection, ultimately supporting
better patient outcomes.
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